Artificial Intelligence, Real Liability?
Using AI Tools In Recruitment And Hiring

Automating employment-related decisions warrants scrutiny due to privacy, potential
bias

With the emergence of generative artificial intelligence tools like ChatGPT and its
competitors, many employers are exploring the use of artificial intelligence (“AI")
systems in a bid to make hiring decisions more efficient and data-driven.

The term “AI"” is being used to market a wide range of technologies ranging from
simple automated resume screening tools to complex machine learning systems. However,
the use of any type of automated tool to make employment-related decisions warrants
scrutiny due to privacy considerations and the potential for these tools to exhibit
biased decision-making, which could attract legal liability for employers.

As AI tools become increasingly integrated into business operations, legislators are
moving to regulate their use. This article provides an overview of the current state
of legislative developments related to AI in hiring and recruitment in Ontario and
federally, and outlines best practices for employers who are considering the adoption
of such tools.

AI in recruitment: The opportunities

Automated candidate screening tools are frequently marketed on the promise that AI's
ability to process vast amounts of data accurately leads to more effective hiring
decisions. AI tools may filter applications based on keywords and conduct automated
screening interviews. By handling these routine tasks, AI can allow businesses to
focus on relationship-building aspects of recruitment, such as face-to-face
interviews and candidate engagement.

Advanced AI models are also marketed as being able to identify patterns in hiring
data that humans may not detect. Predictive modelling can project candidates’
suitability, retention likelihood, and growth potential-insights that contribute to a
stronger workforce.

AI in recruitment: The challenges

A central challenge in using AI tools is mitigating bias. AI models can inadvertently
perpetuate and even amplify existing biases because they are trained on vast datasets
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that are likely to contain biased content. For example, if an AI tool is trained on a
historical dataset from a company that has predominantly hired individuals of a
certain race or gender for a particular role, the model may “learn” to favour new
candidates possessing those characteristics even if they have no bearing on an
individual’s ability to perform the job.

The development of unintentional biases in AI systems could expose employers to legal
liability. Where an automated recruitment tool is found to have latent biases, an
employer’'s continued use of that software may give rise to a discrimination clainm.

Defending such a claim may be challenging because the complex algorithms that fuel
the analysis, ranking and decision-making performed by an AI tool may be inscrutable
to the average user, or even the system’s developers. This lack of transparency
(sometimes referred to as the “black box” problem) puts employers in a precarious
position when it comes to justifying decisions made in reliance on the AI tool’s
recommendations. Disproving a claimant’s allegation that an employer engaged in
discriminatory practices would be challenging if the employer is unable to explain
how the AI arrived at a particular decision. Without insight into the AI'’s underlying
logic or reasoning, employers may struggle to demonstrate that the tool’s
recommendations were free of bias and in line with fair hiring practices.

Recent legislative developments in Ontario, the Federal Jurisdiction,
and beyond

Ontario: AI disclosure requirements in job postings

Ontario-based employers using AI in hiring will soon be required to disclose such use
in job advertisements. In March 2024, the Working for Workers Four Act, 2024 made
several amendments to the Employment Standards Act, 2000 (the “ESA”), including a
requirement that employers disclose when AI is used “to screen, assess or select
applicants” for publicly-advertised job postings. These ESA amendments will come into
force on January 1, 2026.

In a consultation paper published by the Ontario government, the government noted
that the intention behind this disclosure requirement is “to strengthen transparency
for job seekers given that there are many unanswered questions about the ethical,
legal and privacy implications that these technologies introduce.”

Some questions remain about the scope of the disclosure obligation. The use of
“artificial intelligence” tools in hiring and recruitment can refer to a broad range
of technologies, from simple keyword-based filters to “deep learning” models that aim
to perform complex predictive analyses about candidates’ suitability. Some
uncertainty remains when it comes to determining whether a particular tool might be
captured by the new ESA provision.

[y

Recently-published regulations under the ESA define “artificial intelligence” as “a
machine-based system that, for explicit or implicit objectives, infers from the input
it receives in order to generate outputs such as predictions, content,
recommendations or decisions that can influence physical or virtual environments.”

Where this definition is arguably lacking is in its failure to clearly demarcate
between the types of systems, tools, or programs that constitute “artificial
intelligence” for the purpose of triggering the disclosure obligation, and those
which do not. This uncertainty may cause employers—believing a tool not to constitute
“AI"—to inadvertently omit certain disclosures.

More fundamentally, disclosure alone may have little impact on preventing potential
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biases or ensuring fairness in hiring. Simply notifying candidates that AI is
involved does not address the underlying “black box” issue. It remains to be seen
whether the government will attempt to regulate the ways in which these systems can
be used by employers.

Canada: The Artificial Intelligence and Data Act

At the federal level, Parliament is currently working toward passing the Artificial
Intelligence and Data Act (“AIDA“) as part of Bill C-27. Bill C-27 completed its
second reading in the House of Commons in April 2023 and is currently being
considered in committee in the House of Commons. In October 2023, Canada’s Minister
of Innovation, Science and Industry proposed substantial amendments to the AIDA.

The AIDA would place a number of obligations on both the developers and end-users of
an “AI system,” defined in Bill C-27 as “a technological system that, autonomously or
partly autonomously, processes data related to human activities through the use of a
genetic algorithm, a neural network, machine learning or another technique in order
to generate content or make decisions, recommendations or predictions.”

If the Minister's amendments are adopted and the AIDA is passed, it would require
employers who utilize AI systems to take certain steps toward accountability,
including assessing and mitigating risks related to biased outputs and regularly
evaluating the effectiveness of those mitigation measures. Additionally, employers
would need to ensure that the system operates with appropriate human oversight and
would need to promptly report any serious incidents that arise from the system’s use
to both the system’s developer and an Artificial Intelligence and Data Commissioner.
A detailed description of the system, including information about identified risks
and the measures taken to mitigate them, would also need to be made publicly
available.

It remains to be seen whether the AIDA will be passed into law. If enacted, this
legislation has the potential to shape how AI tools are designed, deployed, and
regulated in Canada.

The European Union

While Canadian legislation continues to develop, other jurisdictions are moving ahead
with regulating the use of AI. The European Union’s Artificial Intelligence Act,
which became law in 2024 and will come into force in phases between 2025 and 2027,
establishes requirements for employers using “high-risk” AI systems in areas like
recruitment and performance evaluation. Canadian employers who operate or recruit in
the European Union may be required to comply with the law directly; moreover, the
European Union’'s approach to AI regulation is likely to influence subsequent
legislative developments in Canada.

Privacy

It is important to note that privacy legislation in various Canadian jurisdictions
may impose additional obligations on employers using AI in recruitment. While the ESA
amendments require disclosure of AI use in job postings, this alone may not satisfy
all applicable privacy law requirements. Depending on the jurisdiction and the nature
of the AI tool being used, employers may need to obtain express consent from
candidates regarding the collection, use, disclosure, and storage of their personal
information. Employers should ensure that they understand their obligations under
applicable privacy legislation before using AI tools that may collect or process
employee personal information.



Takeaways

AI tools continue to be marketed as offering employers the ability to process
applications more efficiently and identify top talent. However, employers must remain
vigilant about these systems’' potential to perpetuate biases.

Before deploying AI tools for use in hiring and recruitment, employers should
consider conducting an “algorithmic impact assessment” to evaluate the potential for
the system to make biased or unfair decisions. Such assessments should examine how
the tool makes decisions, what training data it relies upon, and whether the tool may
inadvertently incorporate characteristics (such as race, gender, sexual orientation,
etc.) or other factors prohibited by applicable law into its decision-making. Because
of the “black box” problem in ensuring AI systems are operating without bias,
employers should also ensure oversight mechanisms are in place to ensure that
employment-related decisions are not made without human input and review.

The Law Commission of Ontario and the Ontario Human Rights Commission have jointly
developed an AI impact assessment tool for the purpose of helping employers assess AI
systems for compliance with human rights obligations.

Beyond recruitment and hiring, AI use in the workplace raises myriad other legal
considerations, including in the areas of intellectual property and data governance.
As Canadian jurisdictions develop regulatory frameworks around AI use, employers
should stay informed of their evolving obligations.
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The content of this article is intended to provide a general guide to the subject
matter. Specialist advice should be sought about your specific circumstances.
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